Bruce James

Assignment 4:

1.
@ Using the method of Lagrange multipliers' to find y, such that

min y {2, |a;— y|’, subject toy'x =01}, (2)
let f{y) be the vector-valued objective function f{y1, ...,v) = 2 1<i<n |a; — y|2,

and g(y) =y'x = 0 be the constraint function. Taking the gradient of /
yields

VAy) = lean S, .)€,
where f; is the partial derivative of f with respect to the j-th component, and

¢ is the unit basis vector of the j-th component namely e~[0....,e~1,...,0]".

With |a;— y|* = a;'a;,— 2a,"y + y'y for each i, then
VAY) = Zigen 00y [Zisisn |2 - yF]e;
=2igen 00y [Zicen ai'ai— 22y +y'y]e

Since we are in R”, and the 2-norm is an assignment from R” to R ( |a, — y|*
is the Euclidean norm assigning the n-vector y to a real number), then from
a theorem in real analysisii, fis continuous. So, from another property of

analysis, we can interchange the summand with partial derivative, yielding

VAy) = 21519; 213’91 0/0y; [aiTai - 2aiTy + YTY] €
= 2 igen Zisisn 010y [a" 2= 2(ai) + 37 ] e
= 2 [ Zi<ian (25 +21)) €]
= 2igen [ Zicien (—az) €+ Zi<izn vy €]
=2 [leign (-a) + 2z Y]

= Zny -2 2]3’5" a;.

Now, taking the gradient of g, gives
Va(y) = Zigzn 0/0y; [y 7] ¢

Vg(y) =0/0y; [yixi + ... T yuxnle
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= 2Zigan ()¢
=X.
Employing the Lagrange multiplier, and solving the system for lambda
yields
VAY)=AVg(y) = 2ny— 22 << a =AX
Now, left-multiplying by x', and using the conditions y'x =0 = x"y =0,

and x'x = 1,

X' 2ny— 225 a;) = X AX
= X 2ny-x' Q) 2Zi<ma = A(X X)
= Cnx'y—2x" Ziga; = A (X' X)
= A= 2x' 2o, as
Substituting for lambda gives
2ny —2 Zicicp a; = 2" (2151'9, a )X
= y=1/n [Zliiin a — x' (Zliiin a; )X],

with x and its transpose as known entities. So, to minimize (2),

y=1/n [213-5,, a, — x' (Zliiin a; )X]
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