
Bruce James 

Assignment 4:  
 
      1. 

(a) Using the method of Lagrange multipliersi to find y, such that 

         min y {Σ1≤i≤n |ai – y|2, subject to yTx = 0},                       (2)  

let f(y) be the vector-valued objective function f(y1,…,yn) = Σ1≤i≤n |ai – y|2, 

and g(y) = yTx = 0 be the constraint function. Taking the gradient of f 

yields 

    ∇f(y) = Σ1≤j≤n  fj(y1,…,yn) ej,  

where fj  is the partial derivative of f with respect to the j-th component, and 

ej is the unit basis vector of the j-th component namely ej=[0,…,ej=1,…,0]T. 

With |ai – y|2 = ai
Tai – 2ai

Ty + yTy for each i, then 

   ∇f(y) = Σ1≤j≤n  ∂/∂yj  [Σ1≤i≤n |ai – y|2]ej
 

                      = Σ1≤j≤n  ∂/∂yj  [Σ1≤i≤n ai
Tai – 2ai

Ty + yTy]ej
 

Since we are in Rn, and the 2-norm is an assignment from Rn to R ( |ai – y|2 

is the Euclidean norm assigning the n-vector y to a real number), then from 

a theorem in real analysisii, f is continuous. So, from another property of 

analysis, we can interchange the summand with partial derivative, yielding 

      ∇f(y) = Σ1≤j≤n Σ1≤i≤n ∂/∂yj  [ai
Tai – 2ai

Ty + yTy]ej 

    = Σ1≤j≤n Σ1≤i≤n ∂/∂yj  [ai
Tai – 2(ajiyj) + yj

2]ej 

    = Σ1≤j≤n [Σ1≤i≤n (–2aji + 2yj) ej] 

    = Σ1≤j≤n [Σ1≤i≤n (–aji) ej + Σ1≤i≤n yj ej] 

    = 2 [Σ1≤i≤n (–ai) + Σ1≤i≤n y] 

    = 2ny –  2 Σ1≤i≤n ai. 

Now, taking the gradient of g, gives  

   ∇g(y) = Σ1≤j≤n ∂/∂yj [yj xj] ej
 

   ∇g(y) = ∂/∂yj [y1x1 + … + ynxn]ej  
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   = Σ1≤j≤n  (xj)ej 

   = x. 

Employing the Lagrange multiplier, and solving the system for lambda 

yields 

        ∇f(y) = λ∇g(y)     ⇒    2ny –  2 Σ1≤i≤n ai  = λ x 

Now, left-multiplying by xT, and using the conditions yTx = 0 ⇒ xTy = 0, 

and xTx = 1, 

          xT (2ny –  2 Σ1≤i≤n ai )  =   xT λ x 

      ⇒   xT (2n)y – xT (2) Σ1≤i≤n ai  =  λ (xT x) 

      ⇒       (2n)xTy – 2xT Σ1≤i≤n ai   =  λ (xT x) 

      ⇒                    λ  =  –2xT Σ1≤i≤n ai. 

Substituting for lambda gives 

    2ny – 2 Σ1≤i≤n ai  =  –2xT (Σ1≤i≤n ai )x 

      ⇒      y = 1/n [Σ1≤i≤n ai  –  xT (Σ1≤i≤n ai )x], 

with x and its transpose as known entities. So, to minimize (2), 

   y = 1/n [Σ1≤i≤n ai  –  xT (Σ1≤i≤n ai )x]. 

          __________________________________ 
 

 

 

 

 

 

 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
i Larson, Calculus: Early Transcendental Functions, 6th Ed.  
ii Marsden, Hoffman, Elementary Classical Analysis, 2nd Ed. 


